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Appendix A. Details of literature review

This evidence synthesis project followed principles of rigorous and transparent systematic review methods (Centre for Reviews & Dissemination 2009) in terms of a comprehensive literature search, robust screening methods, critical appraisal of the included studies, and transparent categorisation and synthesis of the evidence. Given that our topic of interest covers a wide scope of literature and is reported using many different methodologies, our synthesis adopted an ‘evidence mapping’ approach. A mapping review examines a broad question, maps features and gaps and identifies opportunities for further review/research (Althuis and Weed 2013). A brief summary of each of the steps in the process is given below. Figure A1 provides a flow chart illustrating the process of the search.

**Figure A1. Flow chart of literature search process (after Moher et al 2009)**

A sample of ‘low priority’ papers were included in the final report as background and to give some representation of these areas. Similarly, some category C and B2 articles were included for background.

**These papers are listed in Appendix D.

A.1 Initial search

The topics of assessment we wished to capture in our search are ill-defined, and so our initial search emphasised sensitivity in order to capture all potentially relevant papers. Subsequent stages of screening and review increased specificity so that only papers that would address our research questions were included.

Searches were conducted in medical and non-medical databases:

- Medical literature: MEDLINE and EMBASE (both via OVID)
- Psychological literature: PsycINFO (via OVID)
- Educational literature: ERIC (via EBSCO)
Different searches were developed for each research question, as illustrated in figure A1. Each circle represents a key concept operationalised using database index terms and keyword string matching. Searches were restricted to the period 2007-2017, inclusive, to minimise papers that may have been superseded by changes in curricula and/or regulation.

This was supplemented by iterative searching based on references lists and Google searches for unindexed journals. Grey literature (unpublished papers, reports) was identified by searching the websites of organisations that are known to provide summative assessments, such as the Medical Royal Colleges and relevant international bodies. Any relevant examples have been integrated in the report where appropriate.

**Figure A2. Venn diagrams illustrating search strategies**

| --- | --- | --- |

Papers of interest were located in the intersections between all sets in each Venn diagram, ie, those that were present in each of the sets and so were related to each of the concepts.

The search strategy was registered with the Prospero register of systematic reviews (https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42018086773).

**A.2 Initial screening of titles and abstracts**

Screening on the basis of titles and abstracts provides an efficient way to identify relevant papers. Inclusion and exclusion criteria were agreed and refined in discussion between the authors following pilot screening of a sample of papers. An adequate level of inter-rater reliability was achieved with this pilot sample, indicating that criteria were clearly and robustly defined.

Each paper was then reviewed individually against the final criteria summarised in table A1, following the decision path illustrated in figure A3. Screening was conducted using the Rayyan online systematic review tool (rayyan.qcri.org).

The criteria for ‘simulation’ and ‘domain’ were considered such that an assessment involving simulation was included regardless of any domain-level inclusions, and vice versa. Key exclusions included papers which used assessments purely as outcome measures in teaching evaluations or to compare groups. Conversely, while knowledge tests were generally excluded on the basis that the research questions are based on behaviours, tests addressing application of knowledge rather than recall were included.
Simple measures of attitudes were largely excluded. While some self-reported attitudes may be associated with professionalism (for example, attitudes to marginalised patient groups), they do not represent practice in a way that can be assessed robustly. Apart from philosophical concerns, such assessments may be open to challenge as they represent what may be done, rather than what is done.

Overall, the application of criteria was pragmatic, and where domains or methods were potentially under-represented, we erred towards inclusion for review of the full text. Additionally, not all abstracts provided sufficient detail for definitive screening at this stage, and so these were included as borderline cases for further screening. Conference abstracts which met criteria, provided detailed information, and were not duplicated in a subsequent print paper, were retained. Those which provided little information were not.

Table A1. Inclusion and exclusion criteria for screening

<table>
<thead>
<tr>
<th>Study characteristics</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inclusion</strong></td>
<td>The study describes the content or process of assessment, with assessment being defined as:</td>
<td>Self-assessment of performance.</td>
</tr>
<tr>
<td></td>
<td>• objective</td>
<td>Ratings of attitudes/confidence/self-efficacy.</td>
</tr>
<tr>
<td></td>
<td>• delivered in single session/day</td>
<td>Peer or near-peer assessment.</td>
</tr>
<tr>
<td></td>
<td>• assessing individual performance, including individual as member of team</td>
<td>Surveys.</td>
</tr>
<tr>
<td></td>
<td>• containing explicit or implicit standards or bench-marks of performance or safety, which do, or are likely to reflect application in practice (authentic and respectable). This will include checklists and other validated measures.</td>
<td>Measurements of performance without reference to standards or thresholds.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Studies where assessment outcomes alone are the object of study, rather than process or content. For instance, the assessment is used as a dependent variable for comparison of groups/interventions, rather than a judgement of learner performance.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Assessments used solely as part of selection or recruitment processes.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Workplace-based assessments (eg requiring opportunistic / ad hoc assessment of real patient encounters).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Longitudinal assessments (eg learning portfolios), or others not performed in one sitting.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Assessments providing only formative feedback, where there is no clear reference to standards or benchmarks.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Population</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inclusion</strong></td>
<td>Participants include medical students or doctors (including IMGs, junior doctors, foundation doctors, F1, F2, core trainees, specialty trainees, clerkship, medical students, interns, residents, registrars, SHOs, house officers).</td>
<td>Participants consist only of non-medical students or staff (including pre-med students, nurses and allied health professionals) unless they are being assessed alongside medical students or doctors as a team of medical professionals.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Domain – relevant only when simulation is excluded</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inclusion</strong></td>
<td>Simulation includes elements of dynamic or immersive content: patient simulators/manikins, human role play, real and standardized patients seen away from real environments; technological methods that may authentically assess skills in individuals (eg computerized clinical scenarios).</td>
<td>Assessment of clinical knowledge base and psychomotor skills.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation – relevant only where domain is excluded</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inclusion</strong></td>
<td>Activities using cadaveric or animal tissue only.</td>
<td>Artificial representation of static information only, eg ECG or X-ray, which in isolation does not contribute to an immersive assessment, but rather forms part of a test of decontextualised knowledge.</td>
</tr>
</tbody>
</table>
Figure A3. Decision tree for screening of titles and abstracts

GMC Decision tree 20/1/18

Study characteristics
- Was the study published from 2007 onwards?
- AND
- Is the full text available in English language?
- AND
- Is the study a systematic review or primary study containing qualitative or quantitative data from the implementation of an assessment?

Assessment
- INCLUDE ALL OSCE AS ASSESSMENT
  - Does the study (appear to) describe the content or process of an assessment?
  - Include if assessment:
    - Is objective (not self-assessment)
    - Is delivered in single session/day
    - Assesses individual performance, including individual as member of team
    - Contains explicit or implicit ‘standards’ or ‘bench-marks’ of performance or safety, which do or are likely to reflect application in practice (authentic and respectable). This will include checklists and other validated measures.

Simulation
- Does the study use simulation as the basis or environment of the assessment?
  - Simulation includes element of dynamic or immersive content: patient simulators/mannikins, human role play, real and standardized patients seen away from real environments; technological methods that may authentically assess skills in individuals (e.g., computerized clinical scenarios).

Participants
- Do participants include medical students or trainees (including IMG, junior doctors, foundation doctors, F1, F2, core trainees, specialty trainees, clerkship, medical students, interns, residents, registrars, SHOs, house officers). If healthcare workers/students mentioned but not specified, err to inclusion.

Domain
- Assessed behaviours related to domains of: Professionalism, ethics, competence in relation to patient safety.
  - NB: Communication likely to be included by default, unless clearly technical aspects of history taking etc.

EXCLUDE editorials, commentaries, non-systematic reviews, letters and general discussion articles if they do not report relevant primary data.

EXCLUDE STUDY if measures are solely:
- Self-assessment of performance.
- Ratings of attitudes/confidence/self-efficacy.
- Peer or near-peer assessment.
- Surveys.
- Other measurements of performance without reference to standards or thresholds (including safe care).
- Process of assessment is not focus of study, or outcome of assessment only appears to be presented.
- Assessment metrics are used mainly as dependent variables for the purpose of comparing groups/interventions, rather than a judgement of clinical competency of participants.
- Assessments used solely as part of selection or recruitment processes.
- Workplace-based assessments (eg requiring opportunistic / ad hoc assessment of real patient encounters).
- Longitudinal assessments (eg portfolio); others not performed in one sitting.
- Assessments solely to provide formative feedback.

IF UNCLEAR REFER TO BOX

Yes: SET LABEL SIMULATION

Simulation EXCLUDES
- Cadaveric or animal tissue.
- Artificial representation of static information only.

No: SET EXCLUSION

EXCLUDE STUDY IF:
- Only non-medical students or staff (specific terms: pre-md students; nurses and allied health professionals unless they are being assessed alongside medical students or doctors as a team of medical professionals)

EXCLUDE assessment of clinical knowledge base and psychomotor skills.

If match to assessment criteria is unclear in abstract, err to exclusion unless it seems novel or unrepresented format or domain.

If match to simulation criteria is unclear, err to inclusion.

Yes: SET LABEL DOMAIN

Include the study
A.3 Full paper screening: eligibility and data extraction

With a large number of papers passing initial screening, two further stages were included in order to better identify papers that addressed our specific research questions.

Firstly, papers which referred to content or types of assessment of importance to the research questions were identified by searching for key words in titles and abstracts. These ‘high priority’ papers referred explicitly to elements of professionalism, ethics or patient safety, or described novel technological approaches. Low priority papers were those judged to be more tangentially related to the domains, or describing more commonplace technologies.

Secondly, each of the high priority papers was categorised based on the extent to which it clearly described an assessment suitable for summative use. Four categories were used:

- Category A: Paper describes current summative assessment
- Category B1 (borderline): Paper does not describe current summative assessment, but could be easily adapted. Includes pilot studies, novel approaches to assessment process, and descriptions of formative assessments that indicate standards analogous to pass/fail.
- Category B2 (borderline): Paper does not describe current summative assessment, with no evidence of novelty or that the approach is transferable or adaptable.
- Category C: Papers excluded entirely on the basis of information which was not apparent in the abstract.

This categorisation does not represent a judgement of quality of the paper, nor of the reported assessment, but rather its ‘suitability’ (ie potential for summative use) in terms of how the assessment has been used.

These stages allowed those papers of greatest relevance (priority subject areas and suitable for summative assessment use) to be identified. Detailed data extraction was then focused on papers that were most aligned with the research questions.

For completeness, a sample of low priority papers was also selected for review and categorisation of suitability in the domains of ‘basic communication’ and ‘simulation’. This was to ensure representation of data from these broad areas in the mapping review. These papers are presented in appendix C and section 3.7 of the report.

Category A and B1 papers only were included in the full review. Salient data – location and context of the study, its aims and main findings, and any details of authenticity and validation evidence – from these papers were summarised on a proforma.

The distinction between B1 and B2 was not always clear-cut even in full papers, and a pragmatic judgement of relevance and novelty was applied.

A.3.1 Critical appraisal

As this was a mapping review aiming to provide an overview of a broad literature, critical appraisal considered classes of assessment – defined by content or type – overall, rather than focusing on individual papers. We considered a global judgement of the amount of evidence presented, analogous to the GRADE system (Grading of Recommendations Assessment, Development and Evaluation initiative http://www.gradeworkinggroup.org/), which is used in systematic reviews of healthcare interventions to assess the overall confidence in the body of evidence under review. For each class of assessment we assigned a level of confidence as described in table A2.

<table>
<thead>
<tr>
<th>Table A2.</th>
<th>Global judgements of evidence based on GRADE system</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Further research is very unlikely to change our confidence in our conclusions</td>
</tr>
<tr>
<td>Moderate</td>
<td>Further research is likely to have an important impact on our confidence in our conclusions and may change them</td>
</tr>
<tr>
<td>Low</td>
<td>Further research is very likely to have an important impact on our confidence in our conclusions and is likely to change them</td>
</tr>
<tr>
<td>Very low</td>
<td>Our conclusions are very uncertain, eg we found one small pilot study with no formal evaluation</td>
</tr>
</tbody>
</table>
We also considered the quality of evidence with reference to the five sources of assessment validity described by Downing (2003). This framework was also used by Archer et al (2015) in their review of licensing examinations. These are summarised in table A3, with operational definitions reflecting our interpretation of these sources.

Table A3. Sources of validity evidence and examples of interpretation

<table>
<thead>
<tr>
<th>Source</th>
<th>Examples of included evidence</th>
<th>Conclusions for practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Evidence that the content of the assessment – question areas, scenarios, rating scale anchors, etc – is authentic, and based on evidence rather than arbitrary judgements. This may include evidence of mapping to learning outcomes, involvement of experts/patients in development or validation, or empirical demonstration of practice relevance.</td>
<td>Assessment is authentic</td>
</tr>
<tr>
<td>Response process</td>
<td>Evidence that processes of assessment data collection are robust and consistent. This may include evidence of rater training, or of consistency in responses between raters (‘inter-rater reliability’).</td>
<td>Assessment is consistent and fair</td>
</tr>
<tr>
<td>Internal structure</td>
<td>Evidence relating to the statistical structure of assessment measures. This may include internal consistency metrics (Cronbach’s alpha), and generalisability studies.</td>
<td>Assessment is reliable</td>
</tr>
<tr>
<td>Relationship to other variables</td>
<td>Evidence derived from correlations with other assessment variables indicating convergent or divergent validity (ie measuring the same or separate constructs) or from the presence or absence of hypothesised subgroup comparisons (eg male/female, trainee/consultant).</td>
<td>Assessment is fair&lt;br&gt;Assessment is authentic</td>
</tr>
<tr>
<td>Consequences</td>
<td>Evidence is provided of data relating to immediate or distal outcomes of the assessment for examinees and organisations. This will include pass/fail outcomes and standard setting, and any associations between assessments and future outcomes. For organisations, evidence of feasibility, resource requirements, acceptability and scalability/sustainability fall within this category.</td>
<td>Assessment can discriminate&lt;br&gt;Assessment is predictive of performance&lt;br&gt;Assessment is sustainable</td>
</tr>
</tbody>
</table>

Sources of validity are derived from Downing (2003). Examples are interpreted to reflect the evidence available in the studies we have considered.

A.4 Synthesis

Proformas for high priority Category A and B1 papers were sorted and summarised on the basis of the type and content of the assessments, and narratives developed as presented in the results section of the main report. The Downing (2003) approach to assessment validity was used as a lens for determining good practice. An Excel spreadsheet was used to track inclusions and cross-check that papers had been excluded consistently.

Appendices C and D summarise those papers relating to existing licensing examinations, and ‘basic’ communication skills, respectively (see A3 above). Appendix E lists the ‘high priority’ B2 papers, which were not eligible for the final synthesis.

A.5 References for Appendix A
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<table>
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Appendix C. Summary of assessments of basic communication skills

In the main review we identified ‘complex’ communication skills as reflecting professionalism, because the manner of communication in those situations is central to good clinical practice, rather than the procedural elements of communication. We contrasted these with ‘basic’ communication skills which are more routine and protocol-driven, such as history taking. Assessments of basic communication were therefore classed as ‘low priority’. In this appendix we summarise some of the literature in this area to illustrate similarities, and differences, in the way this aspect of communication is assessed.

Performance in history taking and patient interviews has been assessed using a number of measures. The context of these tended to be OSCEs, with ratings provided by standardised patients (SPs), faculty or expert examiners. A common approach was based on the Kalamazoo Essential Elements Communication Checklist (and variants), based on a consensus statement of essential communication skills (Makoul 2001). This consists of 24 competencies in seven domains (Builds the Relationship, Opens the Discussion, Gathers Information, Understands the Patient’s and Family’s Perspective, Shares Information, Reaches Agreement, and Provides Closure) and was based on a consensus statement which identified key elements of communication (Makoul 2001). Versions have been used which assess performance on a 3-point checklist rating (not done, needs improvement, done well), the ‘adapted’ version which uses a 5-point scale, and the Gap-Kalamazoo Communication Skills Assessment Form which uses multiple response formats and data from multiple source, including self-assessment. Its origins predate this review, but it was referred to several times (Amaral et al 2016, Baker-Genaw et al 2016, Brown et al 207, Porcerelli et al 2015, Peterson et al 2014, Joyce et al 2010). Validity evidence for the Kalamazoo class of tools was high.

Similar approaches have been described by others. The Common Ground Assessment Scale (Lang et al 2004) is another approach derived from the Kalamazoo consensus statement, which consists of a binary checklist, frequency checklist and rating scale responses. It was referred to in three papers in our search (Hess et al 2016, Van Nuland et al 2012, Gorniewicz et al 2014).

Boissonault et al (2016) described a similar tool for the assessment of patient interviewing skills in physiotherapists. The ‘ECHOWS’ (Establishing rapport, Chief complaint, Health history, Obtain psychosocial perspective, Wrap-up, Summary) tool consisted of a binary checklist of 22 items across the ‘ECHOW’ phases, plus a 3-point response to 10 items for the summary. Inter-rater reliability was high, but discrimination between novice and expert interaction was low.

Generic communication competencies have been addressed by established licensing examinations. For example, the USMLE Step 2 Clinical Skills identified four domains: ‘interviewing and collecting information’, ‘skills in counselling and delivering information’, ‘rapport’ and ‘personal manner’ (eg van Zanten et al 2007a, 2007b) while the COMLEX distinguished six, albeit very similar: ‘ability to elicit information’, ‘listening skills’, ‘giving information’, ‘respectfulness’, ‘empathy’ and ‘professionalism’ (professionalism here was defined as the candidates’ ability to appear ‘both appropriately confident and therapeutic’, demonstrate altruism and ensure patient confidentiality’, Weidner et al, 2010). Performance in these domains was rated by standardised patients on global Likert-type scales. The USMLE used a four-point scale from poor to excellent, while the COMLEX used a nine-point scale in three classifications ‘unacceptable’, ‘acceptable’ and ‘superior’.

Scores in such generic or global communication assessments can vary systematically between clinical cases/OSCE stations (Weidner et al 2010, Baig et al 2009, Boulet et al 2007), and between OSCE and workplace measures (Baig et al 2009). This has been inferred to mean communication skills are context-dependent, but could also imply differences in difficulty. Performance can also vary with candidate age, and SP and candidate sex (eg Weidner et al 2010). Such variability notwithstanding, statistically generalisable findings have been found with up to 11 cases (Weidner et al 2010).

Basic communication also includes written communication, whether paper-based or online. The USMLE and COMLEX both contain specific assessments of students’ skills in writing patient notes (eg Park et al 2013, 2016; Langenau et al 2010). These have been assessed with checklists or rubrics. A similar approach to assessing simulated email communication was also described by Mittal et al (2010). Furthermore, communication today must also consider online systems, such as decision support systems and electronic patient records (Biagoli et al 2017). Communication with patients online (which is encompassed in the GMC’s Outcomes for Graduates within ‘communicate by… electronic methods’; GMC 2017) has also been simulated (Christner et al 2010).
A subset of papers looked at communication alongside other related constructs in assessments of ‘non-technical skills’ (NTS). This phrase was adopted from aviation, and implies a conceptual distinction between technical skills based on clinical knowledge and practice, and those based in communication. While several assessments here address these skills together, a subset of papers explicitly position themselves as assessments of NTS. Three main tools were used: NOTECHS, which was derived directly from similar use in aviation, the Non-Technical Skills for Surgeons Scale (NOTSS) and the Anaesthetists’ Non-Technical Skills Scale (ANTS). NOTECHS is ostensibly generic, although can involve case-specific items, while the other two are designed for particular specialties. However, there is substantial overlap in their content and all use scaled checklists as assessment data.

NOTECHS measures four domains - communication and interaction, cooperation and team skills, leadership and management skills and decision-making. NOTSS and ANTS use similar domains of situational awareness, decision-making and communication/teamwork, while NOTSS also assesses leadership, while ANTS task management, reflecting the different roles of surgeons and anaesthetists in theatre. Rutherford et al (2015) described an adaptation of ANTS to non-medical anaesthetic practitioners, which omitted the decision-making domain. All use scaled checklists, and have implicit thresholds of competence, although we did not find examples of these being used summatively. While subscale scores can be calculated, they generally produce a single score, with internal consistency generally reported to be acceptable.

Some construct validity evidence is offered in this literature. Black et al (2010) reported consultants achieving higher NOTECHS scores than junior trainees. Doumouras et al (2017) found that NOTSS and ANTS scores varied in surgical crisis scenarios, which suggests they assess volatile constructs, which may not be desirable in assessment. However, construct validity was suggested by their observation that while NOTSS scores were lower in a haemorrhage scenario than one based on airway management, ANTS scores remained high, and this may reflect the lesser role of the surgeon in the airway scenario.

Lambden et al (2013) and Brunckhorst et al (2015) examined correlations between NTS measures and technical skills. While Lambden found a moderate correlation between NOTECHS and technical skills in a paediatric emergency scenario, Brunckhorst et al (2015) found a strong correlation between NOTTS and technical skills in a uteroscopy procedure. These were different assessments, different procedures and different populations (specialty trainees in Lambden et al, medical students in Brunckhorst et al), but the difference indicates that measures, and underlying constructs, are not consistently related.

While these approaches are based on scaled checklists, global rating scales (GRS) have been used. Nunnink et al (2014) and Jirativanont et al (2017) both compared ANTS with the Ottawa GRS measure of non-technical skills. Validity evidence was similar for both scales, but Jirativanont et al (2017) reported the GRS as being more ‘user friendly’. Other GRS-based NTS assessments were reported by Pugh et al (2015) and Rovamo et al (2011). Both reported acceptable validity evidence.

In summary, this area is well-established, and there are several approaches which have good evidence of validity. There is evidence however that further work is necessary even here. Sensitivity of assessments to context is not inherently problematic, but must be understood at the specific level. The type of assessment is not unambiguous. Consequently, even for relatively formulaic responses, detailed descriptors may be preferred to a basic checklist.

References for Appendix C
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Appendix D. Studies of medical licensing examinations

D.1 Existing licensing examinations around the world

Medical licensing examinations are well established around the world. Archer and colleagues conducted a systematic review for the GMC in 2011 (Archer et al 2015, 2016) which described licensing examinations in countries ‘similar to the UK’, as defined on the basis of a United Nations index. They described 22 examples in three levels: those only for graduates of the country of intended practice, those only for doctors who graduated in another regulatory area (IMGs) and a universal exam for all wishing to practise. Gillis et al (2015) surveyed 37 international medical licensing bodies in 30 countries, of which 11 were identified as developing countries, in contrast to Archer et al’s sample. However they do not indicate the representation of the 29 bodies in 22 countries which responded. Of these, most (n=17) tested language proficiency, but few (n=5) conducted other communication skills testing. All undertook knowledge testing, but most (n=25) assessed clinical and technical skills by review of credentials or written test rather than direct practical testing. Four bodies reported a period of mentored practice as part of assessment.

Most prominent in the literature is the United States Medical Licensing Examination (USMLE), which must be passed by all medical graduates and IMGs wishing to practise in the USA. It consists of two stages of knowledge-based multiple-choice exams (Step 1 and 3) and a clinical knowledge (CK) test and clinical skills (CS) practical exam (Step 2 CK and Step 2 CS). While registration in the United States is regulated by Medical Boards at State level, the USMLE is a national examination [http://www.usmle.org/]. The USA also has a separate regulatory process for ‘osteopathic medicine’, which qualifies individuals to practise medicine and surgery. These practitioners must pass the Comprehensive Osteopathic Medical Licensing Examination (COMLEX-USA, [https://www.nbome.org/exams-assessments/comlex-usa/]), which has a similar structure to the USMLE.

In Canada, licensing is also at State/Territory level, but at a national level the Medical Council of Canada provides evidence of eligibility through the Licentiate of the Medical Council of Canada (LMCC; which is concurrent with registration). A core requirement for LMCC is passing the Medical Council of Canada Qualifying Examinations (MCCQE). Undergraduate and postgraduate medical education in Canada is based around the CanMEDS competencies, initially developed by the Royal College of Physicians of Canada, but now widely adopted (Frank et al 2015).

Alongside licensing examinations, some countries have processes for the assessment of international medical graduates in addition to the requirement for a recognised medical qualification. In the UK, the PLAB provides such an assessment, while in the USA the Educational Commission for Foreign Medical Graduates (ECFMG) provides certification based on completing the USMLE parts 1 and 2. In Canada, IMGs must pass the Medical Council of Canada Evaluating Examination (MCCEE) in order to enter postgraduate training, and to take the MCCQE. Passing the MCCEE provides eligibility for an ‘educational’ licence, not a full licence for which the MCCQE is necessary.

The situation within Europe is simplified by the European Union (EU) Recognition of Professional Qualifications Directive (2005/36/EC) which ensures mutual recognition of professional qualifications between member states of the EU and European Economic Area (EEA). For individual practitioners this ensures freedom of movement, but regulations established by national regulators still apply, and language testing is permitted. For those entering the EEA from elsewhere, the situation is more complicated and individual regulators take a range of approaches (Herfs et al 2007). The situation regarding doctors moving between the UK and EU following the UK’s planned exit from the EU in 2019 remains uncertain.

Licensing examinations necessarily include scientific and clinical knowledge, but also address the professional domains of practice that are the focus of this report. For example, the USMLE includes ‘Communication and Interpersonal Skills’, ‘Professionalism, including Legal and Ethical Issues’ and ‘Systems-based Practice, including Patient Safety’ (FSMB/NBME 2014). In Canada the CanMEDs framework includes competencies organised under roles, which include ‘leader’, ‘professional’ and ‘communicator’ (Frank et al 2015), and in Switzerland the Federal Licensing Examination includes communication (Guttormsen et al 2013).
Our review found some papers around licensing assessments, and some of these are referred to in sections focusing on particular domains. These studies are a disparate group and an overall evaluation is hard to provide, however it seems for high stakes licensing examinations there is some, but limited, evidence of predictive validity with regard to subsequent ratings. IMGs appear to perform less well in some areas, which may be a reflection of validity, or may indicate an implicit bias. Further and closer analysis may be necessary.

Some studies considered the predictive validity of licensing examinations for performance in practice. Cuddy et al (2016, 2017) found some association between USMLE Step 2 scores and first year residency performance and longer term likelihood of disciplinary action. Similarly, Langenau et al (2011) found that COMLEX scores relating to biomedical/biomechanical areas were moderately positively correlated with competency ratings of first year residency performance, but humanistic scores were not. There is therefore some evidence of predictive, outcome-based validity for these assessments. However, even for these it is not absolute, and these studies reported significant relationships only for some measures.

In another application, two papers provided data on the use of examinations for those wishing to return to medical practice. These are not necessarily high stakes examinations per se, but inform regulators on whether doctors can return to practice. DeMaria et al (2013) described a simulation-based assessment programme for anaesthesiologists using checklists, rating scales and specific tools as appropriate for the doctor, followed by remediation and re-retesting in some circumstances. Grace et al (2010) described a different approach using 90 minute interviews and 2 or 3 simulated patient encounters. Neither of these studies described a discrete assessment, and the numbers of cases were small, but they illustrate a particular approach to assessment.

Many studies of licensing exams have considered their role in the assessment and licensing of IMGs, including differential attainment between international and home candidates. For example, Schenarts et al (2008) found demographics of IMGs taking the USMLE were slightly different to US graduates, being slightly older and more often male, and that while Step 1 scores were not significantly different, Step 2 scores were significantly lower. For both steps, IMGs overall required more attempts. Guttormsen et al (2013) in their description of the introduction of a new licensing exam in Switzerland found that only half of IMGs passed the exam, compared to nearly 100% of Swiss graduates. This failure rate was not linked to language, but to the application of clinical knowledge. Holtzman et al (2014) found differences in performance on different elements of the USMLE clinical knowledge test based on candidates’ nationality.

A small effect of English as a first language (EFL) was reported by van Zanten, Boulet, McKinley et al (2007) with EFL speakers scoring more highly on the communication and interpersonal skills element of the USMLE CS (communication skills). However, there was no indication that this effect was associated with a practical difference in performance, and the means for both groups were acceptable. Nayer & Rothman (2013) found a relationship between countries of origin that are English-speaking, in western Europe or South America, and higher scores on a 12-station OSCE, including one dedicated ‘ethics and communication’ station. There was little correlation between this exam and the written MCCQE.

Also in Canada, MacLellan et al (2010) found that IMGs scored lower than Canadian graduates on the regional qualifying examination OSCE in Quebec, although not directly linked to language. Vallevand and Violato (2012) reported predictive validity for a small sample (n=39) of an OSCE for IMGs in western Canada, with accurate prediction of pass/fail outcome on a three month placement to determine if the candidate was ‘practice ready’. They also reported construct validity.

In a substantial analysis of over 60,000 cardiac cases where the attending physician was an IMG, Norcini et al (2014) found that performance on the USMLE Step 2 CK examination had an inverse relationship with mortality, when corrected for covariates. Predictive validity of the examination was thereby inferred.

A smaller-scale and weaker examination of the NZREX clinical examination reported by Lillis and Roblin (2014) found that nearly 90% of IMG residents who passed the exam had no unsatisfactory reports from their four supervisors during their first year of practice. An apparent association between the number of attempts at the exam and unsatisfactory reports was referred to, although with no statistical analysis. Most adverse reports came from the first two ‘runs’ or placements (42% in the first, 35% in the second), suggestive of further workplace learning taking place. Lillis and Roblin concluded that the exam had acceptable criterion validity.

Takahashi et al (2012) described a 12-station OSCE piloted with 846 IMGs in five Canadian cities simultaneously. Construct validity was explored by comparing scores from samples of third year medical students and first year residents (Canadian
graduates only). The residents scored higher than the students, with the mean for IMGs falling between these groups. Takahashi et al concluded that the exam provided discrimination, and allowed the appropriate level of practice for IMGs to be identified.
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